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Enhanced coding in a cochlear-implant model using additive noise: Aperiodic stochastic
resonance with tuning
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Analog electrical stimulation of the cochlear nerftte nerve of hearingby a cochlear implant is an
effective method of providing functional hearing to profoundly deaf people. Recent physiological and compu-
tational experiments have shown that analog cochlear implants are unlikely to convey certain speech cues by
the temporal pattern of evoked nerve discharges. However, these experiments have also shown that the optimal
addition of noise to cochlear implant signals can enhance the temporal representation of spe¢Bh Bues
Morse and E. F. Evans, Nature Mediciae928(1996]. We present a simple model to explain this enhance-
ment of temporal representation. Our model derives from a rate equation for the mean threshold-crossing rate
of an infinite set of parallel discriminatoigevel-crossing detectorsa system that well describes the time
coding of information by a set of nerve fibers. Our results show that the optimal transfer of information occurs
when the threshold level of each discriminator is equal to the root-mean-square noise level. The optimal
transfer of information by a cochlear implant is therefore expected to occur when the internal root-mean-square
noise level of each stimulated fiber is approximately equal to the nerve threshold. When interpreted within the
framework of aperiodic stochastic resonance, our results indicate therefore that for an infinite array of dis-
criminators, atuning of the noise is still necessary for optimal performance. This is in contrast to previous
results[Collins, Chow, and Imhoff, Naturg76, 236(1995; Chialvo, Longtin, and Mler-Gerking, Phys. Rev.

E 55, 1798(1997] on arrays of FitzHugh-Nagumo neurons.

PACS numbgs): 43.72:+q, 87.10+e, 87.19.Dd, 02.56-r

[. INTRODUCTION falls and, for some components of speech, the vocal chords
vibrate[16]. The fundamental frequency of vocal chord vi-
The auditory mechanisms of the inner ear, such as the habration is perceived as the voice pitch and its variation pro-
cells, are physiologically vulnerable and can be severelyides syntactic information. Although the amplitude and
damaged by disease, by noise exposure, or by the side effeqach cues alone provide substantial information, a listener
of some pharmaceuticalgl—5]. Severe loss of hair cells must determine the finer spectral characteristics of an utter-
leads to profound deafnhess and is associated with a partiarlce to understand it. These finer Spectral characteristics are
loss of the innervating cochlear nerve fibgfs-7]. Func- ~ €vident in the amplitude spectrum of a voiced speech com-
tional hearing can, however, be partially restored by direcPonent as harmonics at multiples of the voice fundamental.
electrical stimulation of the surviving cochlear nerve fibers '€ Peaks in the envelope of an amplitude spectrum, which
[8-11], and this can be achieved with a cochlear implant. Afl_esult from vocal-tract resonances, are known as formants.

cochlear implant consists of three parts: an externally worrze Ee[ f;?gﬁzntﬂgisr ggthuifn%rnl?;rt]zig;eng;?g az:giigé);;zegﬁ;’:
sound processdpr “speech processol, a set of surgically 4 Y 9

implanted electrodes in the inner e@r cochled, and a some consonantgl8]. In the normal ear, spectral speech

o . . cues are probably coded both in terms of which nerve fibres
means of transmitting signals across the skin to the elec b y

X are most active, i.e., place coding, and also by the temporal
trodes(for reviews, see Ref$12-15). The sound processor discharge patterns of each fiber, ie., time codifay re-
converts audio signals into “appropriate” electrical currents,;o\vs see Refd19-21).

that are then transmitted to one or more electrodes situated e appropriate coding strategy for a cochlear implant

near the cochlear nerve fibers. Even though nerve fibers in @pends on whether it is primarily intended to aid lip read-
deafened ear will have pal’tlally degenerated, a sound proceﬁ‘rg, to convey 0n|y Speech cues by audition a|one, or to
sor must somehow code speech information into a form thaénable discrimination of all sounds including environmental
is usable by the brain. sounds(e.g., door bells Furthermore, since the performance
Speech consists of sequences of acoustic features that cochlear implants depends on many fact@msluding the
must be identified to allow comprehension of an utteranceamount of cochlear-nerve degenerajjoit is now evident
During an utterance, the amplitude of the sound rises anthat a single processing strategy will not be suitable for all
cochlear implanteeg22—-25
In cochlear implants intended to restore functional hear-
*Electronic address: r.p.morse@cns.keele.ac.uk ing of all sounds, rather than just speech signals, the input
"Electronic address: pr230@cam.ac.uk signal is filtered by a bank of up to about 20 bandpass filters
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that crudely mimic the frequency mapping in the normal eathat ASR for a large array does not requiréuaing of the
[26-28,22,2% The output of each filter determines the noise, butinstead that a fixed noise level can optimally trans-
stimulus current of an electrode in accordance with the norduce an aperiodic signal. Further analysis in Ref0]
mal tonotopicity of the cochlea: high frequencies are used t¢howed that ASR with slowly varying signals can be inter-
stimulate nerve fibers at the base of the cochlea, and lowreted as a noise-induced linearization of the unit's transfer
frequencies are used to stimulate apical fibers. function, and thus may be considered as a special case of
In some non-speech-specific strateg8,30,29, itis as-  dither [41,42. Such a transfer function for the FHN array
sumed that high frequency temporal information is not us-cannot be analytically determined, but must instead be found
able by implantees, and formants above 400 Hz are codeaumerically. By replacing the transfer function wlth a Ilnea'r
only by the place of stimulation. However, in other non- ansatz, the author'_s showed that they could reliably predict
speech-specific strategid6,31,27,23 formants are in- the optimal normalized power-norm for the FHN array.

tended to be coded by both plaaad time cues. The com- In this paper we model the set of nerve fibres that com-
. gise the cochlear nerve as an infinitely large parallel array of

pressed analog filter outputs are used to stimulate segme ) X o> C ) .
of the cochlear nerve, and the formant information in eac resholding devicegdiscriminators. We first confirm that

channel is presumed to be retained in the pattern of evoke’?x‘SR for this system derives from a noise induced lineariza-

nerve discharges. Our recent experiments using a toad scia rf' E)Atoﬁhe trans1|‘er_ funct|0ri4_0]. POVcheV?r’ mf cofntra?_t to f
nerve as a physiological model of the cochlear ndiR2] et. » an analytic expression for the transfer function o

and simulations using the Frankenhauser-Huxley nerv@Y’ network may be found. Consequently we do not assume

model [33] have shown that conventional analog cochleal‘;';‘“ne"".r Qnsrlﬂz but ;:ar;_mst_egd show th_at t?el tr?nsfer function
implants are unlikely to convey formant information by time as minimaj curvaturél.e. It 1S approximatély finear over

coding(as seen in amplitude spectra of the nerve dischargesSCMe region for some optimal noise, say=o., but is

Under the assumption that high frequency temporal informa$0ONnvex fore <o and.concave for <. We.subsequently
ow that the normalized power norm for this array does not

tion is usable by implantees, we advocated that noise shou latedi trast to the findi ¢ Ref39

be deliberately added to cochlear implant signals, and w otssfests adpr? egin co|r|1 éa?. Od € findings ? ef ])"t' |

showed that formant representation by time coding was e Qul Instead has a well-defined maximum at some critica
foise intensity,o.. However, it should be noted that the

hanced by the optimum addition of noise to the outputs o o -
the cochlear implant filters. It is the aim of the present work€/€ments of our discriminator array each possess an explicit

to indicate how this might occur threshold, which is in contrast to the parallel FHN array pre-

Noise-enhanced transmission of information is not a new/i0usly studied[40,39. We determineo for the infinite
phenomenon, and has frequently been investigated under tHiScriminator array, and we compare our prediction with nu-
generic umbrella of stochastic resonafs® (see e.g[34— merical S|mulat_|0ns of a large array. Fmally_, we investigate
37)). Typical SR studies focus upon the transduction of sublhe effect of stimulus Ievgl on the correlation between the
threshold signals that have a fixed amplitude and are perfUMmed outputs and the input waveform. o
odic. However, speech has neither of these characteristics; Né7ve models more complex than simple discriminators

the signal amplitude varies continually throughout an utter-2'€ More common in studies of neural behavior. Such models

ance, and furthermore even though each formant correspongée u_sed to investigate such ph_enomena as, €.9. strer!gth-
to a narrow frequency banfs6], an utterance such as a uration compensation, refractoriness, and accommodation.

vowel will typically comprise more than one formant as well However, here we are primarily concerned with the temporal
as finer spectral information. pattern of nerve activity, and we have previoughg] dem-

Collins, Chow, and Imhoff38] demonstrated that a single onstrated that, in response to simulated cochlear implant
noisy, excitable unit can optimally detect a slowly varying, §t|mulat|qn, the temporal response of a discriminator is _stnk-
aperiodic signal, and they introduced the normalized powe|ngly similar to both that of real neurorishe toad sciatic

norm C, a measure that characterizes signal detection, ThBEV® and also complex model neuroftae Frankenhauser-

normalized power norm exhibits a nonmonotonic and unimo—HuxIey mode]. Our f!ndmgs S.hOU|d therefore have .dlrect
flevance to the choice of noise level for cochlear-implant

dal dependence upon the noise strength, and the optimizatidfi'® . e
(by tuning of the noise strengtiof this measure was called C°ding. We further suggest that our model provides insight
aperiodic stochastic resonantdSR). C is the normalized mtp the cause of _|mproved_t|m§ coding by the addition of
correlation between the input and output signals and there 20iS€ o cochlear implant stimuli.

therefore an optimal noise strength for which this correlatio Neverthele_ss, while the tempora} response .Of a nerve can
is maximal. However, this optimal noise depends upon th?¢ Well predicted by a system with an explicit threshold
mean and variance of the signal, and so must be activel lone, more detailed threshold characteristics and secondary

modulated when the unit is presented with a signal for whic erve propertiegsuch as membrane filtering, refractoriness,

these parameters vary. Subsequent work by the same authdfad accommodationmust be considered if more complex

[39] shows that the summed output of a parallel array of'€rve behavior is to be investigated.

noisy FitzHugh-NagumdFHN) neurons also exhibits ASR

V\{hen each unit i's presgnted With_ the same aperiodic input Il. APERIODIC STOCHASTIC RESONANCE

signal but each is subject to a different noise source. The IN AN ARRAY OF THRESHOLDING DEVICES

authors of Ref[38] further suggest that the dependence upon

noise strength of the normalized power norm asymptotically The temporal response to a filtered vovieith or without
approaches a plateau near 1.0 as a function of increasimpise of both the sciatic nerve and the Frankenhauser-
array size(see, e.g., Ref.39] Fig. 2). They thus concluded Huxley nerve model can be well modeled as a discriminator
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FIG. 1. Thresholding opera-
tion of a discriminator(a) a sub-
threshold sinusoidal signal with
additive noise produces a pulse
(lower figure whenever the
stimulus crosses the threshold
(dashed line upper figureén the
increasing direction(b) a variable
stimulus[such as that ifa)] may
be reinterpreted as a pure noise in-
put to a discriminator with a vari-
able threshold.
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(or level-crossing detectpf43]. Such a discriminator is a Following Ref.[39], we introduce the normalized power
thresholding device that produces a narrow voltage pulsejorm C, to characterize the response of the array
whenever its input signd@(t) exceeds some threshold value,

say A. The outputR(t) of a single discriminator therefore S(t)Rs(t)
consists of a time series of voltage pulses. For a subthreshold C= : 2
signal with additive noise, crossings of the threshold are [S(1)2]Y] (Ry ()% —Ry(1))?]Y?

more probable when the signal is high than when it is low

[Fig. 1(@)], and this is reflected in the corresponding instan-Where the overbar denotes a temporal average.

taneous pulse frequency Bf(t). It was previously found43] that if each of a set of par-
A convenient model to study time-coding by a sethof allel discriminators are given the same input sigral

parallel nerve fibers is a parallel array Nfsuch discrimina- ~filtered-vowel stimulus, representing the output of a single

tors. We compute the mean activity of the array at a titmg ~ channel of an implant then the addition of an independent
additive-noise source to each discriminator can increase the

1 N correlation,C. Furthermore, as shown in Fig. 2, with many
Ry (t)= —2 Ri(t), ) discriminators and a subthreshold input it is possible to ob-
i=1 tain an almost perfect correlation between the summed out-
puts and the input when the noise added to each discrimina-
whereR;(t) is the response of thigh discriminator. tor input is above aninimumlevel (see also Ref$40], [39]).

10_ 30

FIG. 2. Measured cross-
correlation between the input and
output of a 1000-element dis-
criminator array, in response to
the filtered vowel /ee(after filter-
ing by the first channel of the
simulated cochlear implant; see
Fig. 3. The absolute filtered-
vowel threshold was 0.39,)sand
the base noise level wag V s
Note the contour plot above the
main figure, which clearly shows
that there is a finite noise for opti-
mal correlation for this large but
10 finite array.
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In other words, with optimal conditions, information in a Synthetic vowel e/ Filtered vowel /&/
filtered-vowel stimulus can be faithfully represented by the

temporal pattern of output pulses from the discriminators. = s

This therefore suggests that it may be possible to enhance the “gf> (% DVAVAVAVAVD‘
temporal coding of speech cues by stimulating many co- § §

chlear nerve fibers with the same subthreshold information-

bearing signal, but also adding to each a different noise 0 5 10 0 5 10
waveform. However, for the faithful transmission of infor- Time (ms) Time (ms)

mation, the noise level added to each nerve fibre must be
above some minimum valye89]. The authors of Ref[29]
also conjectured that the cross correlation meagufer an
array of FitzHugh-Nagumo elements would asymptotically

approach a plateau near 1.0 in the limit that the array Sizggeq in sciatic nerve experiments and Frankenhauser-Huxley
tended to infinity. Despite this, Fig. 2, which comprises thegjmjations[32,33. root-mean-square stimulus amplitudes
output of 1000 discriminators, clearly shows that for th'Sranged from 10 dB below the stimulus threshold to 20 dB
array,C possesses a maxima. ) above it, in steps of 5 dB. Noise levels ranged from 30 dB
It is interesting to investigate whether the conjecture ofyg|y 4 base noise level to 10 dB above in steps of 5 dB. To
Ref. [39] will hold true for an infinite array of this type. We  aintain consistency with the discriminator simulatifs],
may estimate the power nor@ for an infinitely large dis-  {he threshold level for our model was chosen €1V and
criminator array by using an extension to the Rice rate equane nojse bandwidtB, was 20 kHz; thus the stimulus thresh-

tiqn [44,49 th_at is due_ to Ref[46] (see also Ref[35)). olds and base noise level/s V,,) were also identical to
Rice’'s equation predicts the ensemble-average of th?nose used in our previous work.

threshold-crossing rate due to noisepf an infinite number For every permutation of filtered-vowel waveform
of identical discriminators, each subject to independent nOiSﬁItered-vowel amplitude, and noise level, &d) was used to '

inputs (but S!Jc.h that each NOISE source 1S drawn from thepredic:t a time series of mean threshold-crossing rates for an
same band-limited Gaussian distribution infinite discriminator array in response to 4000 consecutive
B A2 samples(i.e., 100 m$ of the filtered-vowel stimulus. The
(v)= —exp{ _ _2) (3) resulting normalized power-norng, for the array was then
V3 20 calculated. Figure 4 shows ho@ for the filtered vowel /ae/
varies with stimulus amplitude and noise level, and it is clear
where() denotes the ensemble meadnthe threshold level, that for stimulus amplitudes between 10 dB below the
o the root-mean-squar@ms) noise level, andB the noise  stimulus threshold ane-15 dB above it, our model predicts
bandwidth of each discriminator. Following Rd#6], an  that C should be enhanced by the addition of noi€eap-
instantaneous change in stimulus-amplitude is equivalent to gearsto plateau when the noise added to each discriminator
change in the threshold of each discrimindfeig. 1(b)], and  input exceeds a certain lev@lhich is about 10 dB below the
so Eq.(3) can be extended to predict the mean thresholdhase noise level for the results shown in Fig, dnd this
crossing rate of the discriminator system at each instant diccords with the findings of Refg39] and[40] for a large,
some stimulusS(t), such that parallel FHN array. For vowel stimuli below or near thresh-
old, an almost perfect correlation between the input and out-
B (A—S(1))? put spectra is obtained when the noise level of each discrimi-
(v(t)= ‘73ex T 252 ’ 4 nator is above this critical level. With lower amplitude vowel
stimuli, the minimum noise level required to obtain a given
and since this is an ensemble mean, the mean crossing regeoss-correlation is lower.
{(v(t)) may be identified with the mean activity of the array,  To understand this noise-assisted enhanceme@t obn-
Rs(t). sider first the noise to be internal to each discriminator and
the input to be noise free. When there is no stimulus present,
the array exhibits a mean threshold-crossing ¢atgiven by
Eq. (3), which is determined by both the threshold and by the
The five English vowelsdl, /i/, /ul, lee/ andd/ (as in  noise level of each discriminatdFig. 5. Thus when the
“cart,” “seat,” “rude,” “hat,” and “the” ) were synthe- array is subject to some time-varying signal, its output may
sized with a software implementation of a cascade formanibe considered as the difference between the mean crossing
synthesizef47], for use as an input signal to the discrimina- rate at any instant,»(t)), and the mean crossing rate in the
tor array. These synthetic vowels, which had a sample periodbsence of a signaky). Consequently, using ideas from
of 25 us and a fundamental frequency of 100 Hz, were thercommunication theory [48], we may consider the
digitally filtered by eighth-order bandpass filtéssich filters  information-bearing input to the arrdyig. 5(c)] as modu-
are identical to those used in an experimental cochlear imkating the threshold of each discriminator about an operating
plant[27]). Thus five steady-state filtered vowels, each corpoint [Fig. 5@)]. The relation between the instantaneous
responding to one channel output, were generated for eadtimulus-level and the mean threshold-crossing [f&te (4)]
vowel (see Fig. 3. These filtered vowels were identical to therefore defines aodulation transfer functiofMTF). A
those used in discriminator simulatiop®3] and, except for related transfer function for the FHN array was numerically
the lower sampling frequency, identical to those previouslycomputed in Ref[40] (see, e.g., Sec. IV and Fig. 7 of that

FIG. 3. One period of a synthetic vowéeft) and a filtered
vowel (right): filtering was between 200 Hz and 671 Hz, and cor-
responds to the first channel of a cochlear implant.

IIl. OPTIMAL DETECTION OF SPEECH
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FIG. 4. Predicted cross-
correlation between the input and
output of an infinite discriminator
array, in response to the filtered
vowel /ae/ (after filtering by the
first channel of the simulated co-
chlear implant; see Fig.)3 The
absolute filtered-vowel threshold
was 0.39 Vs and the base noise
level was\/5 V,,s Note the con-
tour plot above the main figure
which clearly shows that there is a
k0.0 finite noise for optimal correla-
10 tion.

"05  Cross
Correlation, C
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0 -10
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papej. The peak-to-peak amplitude of the input signal de-size of the interval, and hence upon the signal amplitdde
fines a interval about the operating point and so fixes the= 1/ S(t) ..~ Xmin]. FOr very smallA the ansatz is valid
region of interest of the MTF. The form of the MTF over this and C—1; however, asA increases the approximation be-
interval [shown, for example, by the highlighted part of Fig. comes worse an@ falls below unity. This implies that the
5(a)] reflects the similarity between the input and the outputransduction quality of the network diminishes with signal
of the array, and so determines the power n@nfor ex-  amplitude. This effect is best illustrated by calculating the
ample, if it were linear over this region, then some change irtross-correlation between one period of an input sine wave,
the stimulus amplitude would induce a proportional Changaa\ sin(wt)' and the Corresponding time series of mean
in (v(t)), and hence the correlation between the input andhreshold-crossing rates. The amplitidlef the input deter-
the output would be perfecte., C=1). mines the size of the intervéFig. 5), and the effect of dis-

It is instructive to examine how increasing the noise var-criminator noise level on the power norr@, is shown in
ies the shape of the MTF over the interval about the operatrig. 7 for three values of\. It is clear that the network
ing point. At low noise levels, the operating point lies toward transducers larger amplitude signals less well.
the tail of the MTF(curvel, Fig. 9 in a region where the A second, more important, point to note is that for this
transfer function is concave. However, when the noise isietwork the noise dependence of the power no@ngdoes
increased, the operating point moves away from the tail an@ot in fact plateau, but instead has a well-defined maximum
toward a convex region of the MTfurveH, Fig. 5. Nor-  at o= A [see Fig. Tb) and the contour plot in Fig.]J4This is
malized[57] plots (Fig. 6) of the transfer function for various in contrast to the findings of Refi39] and[40] for the FHN
noise strengths show this situation more clearly: for lowmodel, and implies that for optimal transduction of a variable
noise levels the MTF is concave, while for high noise it isamplitude signal, auning of the noise is still necessary for
convex. Furthermore, in the limir—co, the MTF asymp-  this array(cf. Ref.[39]). However, for small amplitude sig-
totically approaches a fixed convex function. In HéD] the  nals, the decrease @f with increasing noise is smalitypi-
transfer function was replaced with a linear ansatz; howevegally less than~3%; see, e.qg., Fig.(B)] and so might be
for our array the MTF can never be truly linear except inignored for practical purposes.
some infinitesimal region about the operating point. Optimal
C is instead achieved when the curvature of the MTF over

the interval is minimized, which occurs when the lendlis IV. SUPRATHRESHOLD SIGNALS
minimal, where Our prediction ofC for subthreshold vowel stimulation
a 211/2 agrees well with numerical results from a discriminator sys-
sz dA| 1+| —(») , (5) tem; we also obtained good agreement for suprathreshold
b da signals with amplitudes less than10 dB above threshold

[43]. However, the accuracy of our predictions for suprath-
and[a,b] delimit the interval. Application of the Euler equa- reshold stimuli noticeably diminishes for higher amplitude
tion shows that minimall, and hence optimaC, occur when (i.e., >10 dB) signals[43]; for example recall the large
o=A. stimuli regions of Figs. 2 and 4.

For optimal noisdi.e., c=A), the curvature of the MTF This degradation with stronger suprathreshold stimuli
vanishes at the operating point. Therefore, the degree tshould be expected since Rice’s rate equatindepends
which the linear ansatz fails at this time depends upon thenly upon the absolute magnitude of the distance between
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FIG. 5. A discriminator array subject to a noise of rms lewegand bandwidttB, has a modulation transfer functigMTF) given by Eq.

(3). The noise-free input signal to the system may be interpreted as modulating the threshold level of each discriminator about some mean

level: the operating point. The operating point is equal to the mean threshold crossing rate and so is determiaed oy the threshold,

A, of each discriminator. The input to the arfdigure (c)] is a 100 Hz sine wave of amplitude=0.5V. (a) shows MTF’s for noise levels:
0=0.2V,s(L), 0=1.0 V;ns (M) ando=5.0 V,,s (H). The highlighted part of the=1.0 MTF shows the interval about the operating point,
and optimalC is achieved when the length of this interval is minim@l. shows the output of the array. Each discriminator has threshold
A=1V and noise bandwidtB =20 kHz.

signal and threshold. Therefore, if the signal is allowed to beHowever real discriminator&@nd real neuronsareasymmet-
suprathreshold, two values of instantaneous stimulus ampliic with respect to threshold: although the rising phase of a
tude (one above threshold and the other equally far bglowsuprathreshold stimulation will always trigger at least one
give the same mean threshold-crossing rate. Rice’s equatigrulse as the signdplus noise¢ exceeds threshold, the thresh-
(4) is therefore symmetric with respect to the threshold.old may not be crossed in the positive direction during the

1.0

0.8

0.6

0.4

Normalized threshold
crossing rate

0.2

0.0

Mean threshold

FIG. 6. Normalized(i.e., such that the rates
lie between 0 and 1 over the range of threshold
levels shown plots of the transfer function for
various noise strengths. For low noise lev@lst-
ted line the MTF is concave, while at high noise
levels(bold ling) it is convex. Intermediate noise
levels (dashed ling best approximate a linear
function, and in this regime the correlati@is
optimal.
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0.7
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5 067/ e A=05 _
8 S A=10 FIG. 7. Predicted cross-
w 047 correlation between the input and
S o024 output of an infinite discriminator
o array, in response to three differ-
0.0 T T T T ' ent amplitude sine waves,
0 1 s neise level 3(V | 4 5 Asin(wt). The mean threshold is
b) + 0 Wims A=1.0 V,, Figure(b) is a mag-
nification of figure (a) over the
O 1.00 P rangeCe[0.95,1.4, and clearly
g‘ | [T R TSSO shows that there is an optimal
5 0.99 / i . noise ato=A, and furthermore
0 098 X i T that C is a function of stimulus
o i —— A=01 T - amplitude.
¢ 0.97 1 / o A=05
» i '
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g 0.96 f ‘/
O o095 -
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rms noise level, ¢ (V)

falling phase of the signal. Thus Rice’s equation will over-array is markedly lowe¢Fig. 2 and Ref[43]). Such a failure
estimate the threshold crossing rate. Furthermore, this asynof our model is a straightforward consequence of the failure
metry of real discriminators means that the pulse rate for @f the central limit theorem for such a small array size, and
suprathreshold stimulus will also be dependent upon thehows that for optimal performance we need to combine the
stimulus gradient. Signals that change slowly in the vicinityoutputs of many parallel discriminators.

of threshold will be more likely to undergo crossings and

recrossings of the thr_esh_old, and subsequently will produce V1. DISCUSSION
more spikes than will signals that vary more sharply at _ . _ _
threshold. The effect of noise level and interval size on stimulus

A further consequence of the symmetry of E4) is that ~amplitude on the curvature of the MTF close to the operating
the response to a suprathreshold stimulus is a nonmonotonR®int accounts for the cross-correlation profile calculated for
function of instantaneous amplitude: e.g., the response to tHétered vowels in background noigsee, e.g., Fig. ¥ The
peak of a suprathreshold signal will be a minimum in theMTF was convex when the rms noise level of each discrimi-
mean threshold-crossing rate, even though the instantaneofator was much lower than the optimal noisg. The non-
stimulus amplitude is maximalFig. 8. This is therefore linear modulation therefore emphasized the maxima of a
another source of poor correlation between the time series étimulus compared with the minima. When a high amplitude
mean threshold-crossing rates and the suprathreshold stimtut subthresholdfiltered vowel is presented, only the larg-
lus. In contrast, if the input is constrained to be subthresholdgst peaks cause a noticeable change in the mean threshold-
there is a one-to-one relationship between the instantaneog&ossing rate of the array. Thus the normalized amplitude
stimulus amplitude and the mean threshold-crossing rat&pectrum of the time series of mean threshold-crossing rates
Thus, for subthreshold signals, if the threshold and bandis dominated by the vowel fundamental and by its harmon-
width of each discriminator are known, then reconstructionCs, and the cross-correlation between the output and input of
of the input signal is completely determined by the timethe discriminator array is poor. Increased noise reduces the
series of mean crossing rates. However, in practice, the medirvature of the MTF close to the operating point, which

threshold-crossing rates must be estimated, and so signal itherefore increases the cross-correlatonWith a larger
formation may be lost. stimulus amplitude, more noise is required to minimize the

MTF curvature.

We have previously showp3] that the response to fil-
tered vowels of the discriminator array and the sciatic nerve

Our model predicts the effects of stimulus amplitude andare similar. It is therefore likely that the modulation mecha-
of noise strength on the output of a infinitely large array.nism by which noise leads to improved time coding in a
However, real cochlear implants are finite in size, and so it igliscriminator system may also account for the improved cod-
important to consider how reducing the array affects our preing in the nerve data. The addition of noise to some suprath-
dictions. For small-amplitude, subthreshold signals, we haveeshold nerve stimuli, however, caused the harmonic closest
shown that large discriminator array exhibits almost perfecto a formant to be transmitted preferentially compared with
correlation when operating in a high noise regime. Howeverproximal harmonics, and this result is not fully explained by
the observed correlation for a smadl.g.,< 1000 elemenys the modulation process. If the operating point of each dis-

V. FINITE SIZE EFFECTS
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criminator is near the point of zero curvature of the MTF  Equation(4) predicts the mean threshold-crossing rate of
(Fig. 5, curveM) then, because of the sigmoidal shape of thea theoretical discriminator system without refractoriness.
MTF, the time series of mean threshold-crossing rates for thelowever, a real neuron produces a finite-width output pulse
discriminator system will be a compressed form of the(an action potentialin response to a detected threshold
information-bearing input. This compression probably ac-crossing, and furthermore this pulse is generally followed by
counts for the limited degree of preferential transmission obboth an absolute and a relative refractory period. Threshold
served in the computational discriminator simulati$4s], crossings that occur during either the output pulse or the
and may account for some of the preferential transmissioabsolute refractory period are not detected, and threshold
observed in the sciatic nerve experiments. As noted previevents during the relative refractory period are less likely to
ously [43], the additional preferential transmission may beproduce a pulse. The firing rate of a real array of neurons
the result of the compressive nonlinearity associated with amay therefore be lower than that of the corresponding dis-
inherent neural threshold. criminator array. Therefore, to model a real system, its firing
Previous studies of cochlear implant coding using addi+ate must be calculated from knowledge of the threshold-
tive noise concerned only the benefits of adding noise tarossing rate, the pulse width, and the refractory parameters.
vowel stimuli[32,33. However, the modulation process de- The inverse problem has been studied, that is, estimation of
scribed is not stimulus specific: additive noise should be exthe instantaneous threshold-crossing rate given the pulse rate
pected to enhance the implant coding of all components ofspike raté and refractory parametef§1-53. The study by
speech and even of any other sound. Our results suggest thaghnson and Swarfib2] was based on extensions to renewal
for optimal signal transduction, the internal rms noise leveltheory[54] that enable nonstationary point processes to be
of each stimulated nerve fiber should be approximately equadtudied. It may therefore be possible to extend this model so
to the nerve threshold. The electrode current required to olthat the pulse rate can be calculated from the threshold-
tain a given internal noise level will depend on the positioncrossing rate.
of the electrodes and the distribution of surviving nerve fi-
bers(e.g., Ref[49]). However, it should be possible to gain
some estimate of the required electrode currents for optimal
operation, by means of psychophysical measurements of the Our preliminary study55] of discriminator systems and a
nerve firing thresholds to sinusoidal stimulation. more detailed examination of neural systeméth implicit
People with a profound deafness have typicall$5 000 rather than explicit thresholil; Ref.[40] have also focused
surviving nerve fiber$5—7], and many cochlear implantees on the linearizing effect of noise on the effective transfer
may therefore have a sufficient number of fibers per cochlediunction. Both studies demonstrated that the similarity be-
implant channel to represent speech cues by time codintyveen the summed outputs and the input of some parallel
reliably. To benefit from the addition of noise to cochlearnonlinear systems can be increased by the addition of noise.
implant signals, the noise waveforms used to stimulate eacHowever, in contrast to the analysis of Rp40], the MTF
fiber should ideally be independent of each other. Recerfor our system was not assumed to be linear in the region
computer simulations have shown that stimulation of eaclabout the operating point. Our study shows that, even for an
fiber by an independent noise current is largely obtainable ifnfinite number of parallel discriminators, there is an optimal
the spread of current through the conductive fluids of thenoise level for maximal correlation between a finite input
cochlea is exploited[50]). Our next step is to determine signal and the summed output. The maximum correlation
whether cochlear implantees can use the extra informationccurs when the curvature of the MTF in the region of the
transmitted by analog cochlear implants using additive noiseoperating point is minimal. For a set of parallel discrimina-

VII. CONCLUSIONS
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