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Enhanced coding in a cochlear-implant model using additive noise: Aperiodic stochastic
resonance with tuning
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Analog electrical stimulation of the cochlear nerve~the nerve of hearing! by a cochlear implant is an
effective method of providing functional hearing to profoundly deaf people. Recent physiological and compu-
tational experiments have shown that analog cochlear implants are unlikely to convey certain speech cues by
the temporal pattern of evoked nerve discharges. However, these experiments have also shown that the optimal
addition of noise to cochlear implant signals can enhance the temporal representation of speech cues@R. P.
Morse and E. F. Evans, Nature Medicine2, 928 ~1996!#. We present a simple model to explain this enhance-
ment of temporal representation. Our model derives from a rate equation for the mean threshold-crossing rate
of an infinite set of parallel discriminators~level-crossing detectors!; a system that well describes the time
coding of information by a set of nerve fibers. Our results show that the optimal transfer of information occurs
when the threshold level of each discriminator is equal to the root-mean-square noise level. The optimal
transfer of information by a cochlear implant is therefore expected to occur when the internal root-mean-square
noise level of each stimulated fiber is approximately equal to the nerve threshold. When interpreted within the
framework of aperiodic stochastic resonance, our results indicate therefore that for an infinite array of dis-
criminators, atuning of the noise is still necessary for optimal performance. This is in contrast to previous
results@Collins, Chow, and Imhoff, Nature376, 236~1995!; Chialvo, Longtin, and Mu¨ller-Gerking, Phys. Rev.
E 55, 1798~1997!# on arrays of FitzHugh-Nagumo neurons.

PACS number~s!: 43.72.1q, 87.10.1e, 87.19.Dd, 02.50.2r
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I. INTRODUCTION

The auditory mechanisms of the inner ear, such as the
cells, are physiologically vulnerable and can be sever
damaged by disease, by noise exposure, or by the side ef
of some pharmaceuticals@1–5#. Severe loss of hair cells
leads to profound deafness and is associated with a pa
loss of the innervating cochlear nerve fibers@5–7#. Func-
tional hearing can, however, be partially restored by dir
electrical stimulation of the surviving cochlear nerve fibe
@8–11#, and this can be achieved with a cochlear implant
cochlear implant consists of three parts: an externally w
sound processor~or ‘‘speech processor’’!, a set of surgically
implanted electrodes in the inner ear~or cochlea!, and a
means of transmitting signals across the skin to the e
trodes~for reviews, see Refs.@12–15#!. The sound processo
converts audio signals into ‘‘appropriate’’ electrical curren
that are then transmitted to one or more electrodes situ
near the cochlear nerve fibers. Even though nerve fibers
deafened ear will have partially degenerated, a sound pro
sor must somehow code speech information into a form
is usable by the brain.

Speech consists of sequences of acoustic features
must be identified to allow comprehension of an utteran
During an utterance, the amplitude of the sound rises
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falls and, for some components of speech, the vocal cho
vibrate @16#. The fundamental frequency of vocal chord v
bration is perceived as the voice pitch and its variation p
vides syntactic information. Although the amplitude a
pitch cues alone provide substantial information, a liste
must determine the finer spectral characteristics of an u
ance to understand it. These finer spectral characteristics
evident in the amplitude spectrum of a voiced speech co
ponent as harmonics at multiples of the voice fundamen
The peaks in the envelope of an amplitude spectrum, wh
result from vocal-tract resonances, are known as forma
The frequencies of the formants are used to categorize v
els @17# and their frequency transitions are used to catego
some consonants@18#. In the normal ear, spectral speec
cues are probably coded both in terms of which nerve fib
are most active, i.e., place coding, and also by the temp
discharge patterns of each fiber, i.e., time coding~for re-
views, see Refs.@19–21#!.

The appropriate coding strategy for a cochlear impl
depends on whether it is primarily intended to aid lip rea
ing, to convey only speech cues by audition alone, or
enable discrimination of all sounds including environmen
sounds~e.g., door bells!. Furthermore, since the performanc
of cochlear implants depends on many factors~including the
amount of cochlear-nerve degeneration!, it is now evident
that a single processing strategy will not be suitable for
cochlear implantees@22–25#

In cochlear implants intended to restore functional he
ing of all sounds, rather than just speech signals, the in
signal is filtered by a bank of up to about 20 bandpass filt
5683 ©2000 The American Physical Society
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5684 PRE 61ROBERT P. MORSE AND PETER ROPER
that crudely mimic the frequency mapping in the normal
@26–28,22,29#. The output of each filter determines th
stimulus current of an electrode in accordance with the n
mal tonotopicity of the cochlea: high frequencies are use
stimulate nerve fibers at the base of the cochlea, and
frequencies are used to stimulate apical fibers.

In some non-speech-specific strategies@28,30,29#, it is as-
sumed that high frequency temporal information is not
able by implantees, and formants above 400 Hz are co
only by the place of stimulation. However, in other no
speech-specific strategies@26,31,27,23#, formants are in-
tended to be coded by both placeand time cues. The com-
pressed analog filter outputs are used to stimulate segm
of the cochlear nerve, and the formant information in ea
channel is presumed to be retained in the pattern of evo
nerve discharges. Our recent experiments using a toad sc
nerve as a physiological model of the cochlear nerve@32#
and simulations using the Frankenhauser-Huxley ne
model @33# have shown that conventional analog cochle
implants are unlikely to convey formant information by tim
coding~as seen in amplitude spectra of the nerve discharg!.
Under the assumption that high frequency temporal inform
tion is usable by implantees, we advocated that noise sh
be deliberately added to cochlear implant signals, and
showed that formant representation by time coding was
hanced by the optimum addition of noise to the outputs
the cochlear implant filters. It is the aim of the present wo
to indicate how this might occur.

Noise-enhanced transmission of information is not a n
phenomenon, and has frequently been investigated unde
generic umbrella of stochastic resonance~SR! ~see e.g.@34–
37#!. Typical SR studies focus upon the transduction of s
threshold signals that have a fixed amplitude and are p
odic. However, speech has neither of these characteris
the signal amplitude varies continually throughout an utt
ance, and furthermore even though each formant corresp
to a narrow frequency band@56#, an utterance such as
vowel will typically comprise more than one formant as w
as finer spectral information.

Collins, Chow, and Imhoff@38# demonstrated that a singl
noisy, excitable unit can optimally detect a slowly varyin
aperiodic signal, and they introduced the normalized po
norm C, a measure that characterizes signal detection.
normalized power norm exhibits a nonmonotonic and unim
dal dependence upon the noise strength, and the optimiza
~by tuning of the noise strength! of this measure was calle
aperiodic stochastic resonance~ASR!. C is the normalized
correlation between the input and output signals and ther
therefore an optimal noise strength for which this correlat
is maximal. However, this optimal noise depends upon
mean and variance of the signal, and so must be acti
modulated when the unit is presented with a signal for wh
these parameters vary. Subsequent work by the same au
@39# shows that the summed output of a parallel array
noisy FitzHugh-Nagumo~FHN! neurons also exhibits ASR
when each unit is presented with the same aperiodic in
signal but each is subject to a different noise source.
authors of Ref.@38# further suggest that the dependence up
noise strength of the normalized power norm asymptotic
approaches a plateau near 1.0 as a function of increa
array size~see, e.g., Ref.@39# Fig. 2!. They thus concluded
r
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that ASR for a large array does not require atuning of the
noise, but instead that a fixed noise level can optimally tra
duce an aperiodic signal. Further analysis in Ref.@40#
showed that ASR with slowly varying signals can be inte
preted as a noise-induced linearization of the unit’s trans
function, and thus may be considered as a special cas
dither @41,42#. Such a transfer function for the FHN arra
cannot be analytically determined, but must instead be fo
numerically. By replacing the transfer function with a line
ansatz, the authors showed that they could reliably pre
the optimal normalized power-norm for the FHN array.

In this paper we model the set of nerve fibres that co
prise the cochlear nerve as an infinitely large parallel array
thresholding devices~discriminators!. We first confirm that
ASR for this system derives from a noise induced lineari
tion of the transfer function@40#. However, in contrast to
Ref. @40#, an analytic expression for the transfer function
our network may be found. Consequently we do not assu
a linear ansatz but can instead show that the transfer func
has minimal curvature~i.e. it is approximately linear ove
some region! for some optimal noise, says5sc , but is
convex fors,sc and concave fors,sc . We subsequently
show that the normalized power norm for this array does
possess a plateau~in contrast to the findings of Ref.@39#!,
but instead has a well-defined maximum at some criti
noise intensity,sc . However, it should be noted that th
elements of our discriminator array each possess an exp
threshold, which is in contrast to the parallel FHN array p
viously studied@40,39#. We determinesc for the infinite
discriminator array, and we compare our prediction with n
merical simulations of a large array. Finally, we investiga
the effect of stimulus level on the correlation between
summed outputs and the input waveform.

Nerve models more complex than simple discriminat
are more common in studies of neural behavior. Such mo
are used to investigate such phenomena as, e.g., stre
duration compensation, refractoriness, and accommoda
However, here we are primarily concerned with the tempo
pattern of nerve activity, and we have previously@43# dem-
onstrated that, in response to simulated cochlear imp
stimulation, the temporal response of a discriminator is st
ingly similar to both that of real neurons~the toad sciatic
nerve! and also complex model neurons~the Frankenhauser
Huxley model!. Our findings should therefore have dire
relevance to the choice of noise level for cochlear-impl
coding. We further suggest that our model provides insi
into the cause of improved time coding by the addition
noise to cochlear implant stimuli.

Nevertheless, while the temporal response of a nerve
be well predicted by a system with an explicit thresho
alone, more detailed threshold characteristics and secon
nerve properties~such as membrane filtering, refractorines
and accommodation! must be considered if more comple
nerve behavior is to be investigated.

II. APERIODIC STOCHASTIC RESONANCE
IN AN ARRAY OF THRESHOLDING DEVICES

The temporal response to a filtered vowel~with or without
noise! of both the sciatic nerve and the Frankenhaus
Huxley nerve model can be well modeled as a discrimina
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FIG. 1. Thresholding opera
tion of a discriminator:~a! a sub-
threshold sinusoidal signal with
additive noise produces a puls
~lower figure! whenever the
stimulus crosses the thresho
~dashed line upper figure! in the
increasing direction;~b! a variable
stimulus@such as that in~a!# may
be reinterpreted as a pure noise i
put to a discriminator with a vari-
able threshold.
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~or level-crossing detector! @43#. Such a discriminator is a
thresholding device that produces a narrow voltage pu
whenever its input signalS(t) exceeds some threshold valu
say D. The outputR(t) of a single discriminator therefor
consists of a time series of voltage pulses. For a subthres
signal with additive noise, crossings of the threshold
more probable when the signal is high than when it is l
@Fig. 1~a!#, and this is reflected in the corresponding insta
taneous pulse frequency ofR(t).

A convenient model to study time-coding by a set ofN
parallel nerve fibers is a parallel array ofN such discrimina-
tors. We compute the mean activity of the array at a timet by

RS~ t !5
1

N (
i 51

N

Ri~ t !, ~1!

whereRi(t) is the response of thei th discriminator.
e,

ld
e

-

Following Ref. @39#, we introduce the normalized powe
norm C, to characterize the response of the array

C5
S~ t !RS~ t !

@S~ t !2#1/2@„RS~ t !22RS~ t !…2#1/2
, ~2!

where the overbar denotes a temporal average.
It was previously found@43# that if each of a set of par

allel discriminators are given the same input signal~a
filtered-vowel stimulus, representing the output of a sin
channel of an implant!, then the addition of an independe
additive-noise source to each discriminator can increase
correlation,C. Furthermore, as shown in Fig. 2, with man
discriminators and a subthreshold input it is possible to
tain an almost perfect correlation between the summed
puts and the input when the noise added to each discrim
tor input is above aminimumlevel ~see also Refs.@40#, @39#!.
-
d
-

e

e

-
t

FIG. 2. Measured cross
correlation between the input an
output of a 1000-element dis
criminator array, in response to
the filtered vowel /æ/~after filter-
ing by the first channel of the
simulated cochlear implant; se
Fig. 3!. The absolute filtered-
vowel threshold was 0.39 Vrms and
the base noise level wasA5 Vrms.
Note the contour plot above th
main figure, which clearly shows
that there is a finite noise for opti
mal correlation for this large bu
finite array.
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5686 PRE 61ROBERT P. MORSE AND PETER ROPER
In other words, with optimal conditions, information in
filtered-vowel stimulus can be faithfully represented by t
temporal pattern of output pulses from the discriminato
This therefore suggests that it may be possible to enhanc
temporal coding of speech cues by stimulating many
chlear nerve fibers with the same subthreshold informat
bearing signal, but also adding to each a different no
waveform. However, for the faithful transmission of info
mation, the noise level added to each nerve fibre mus
above some minimum value@39#. The authors of Ref.@29#
also conjectured that the cross correlation measureC for an
array of FitzHugh-Nagumo elements would asymptotica
approach a plateau near 1.0 in the limit that the array s
tended to infinity. Despite this, Fig. 2, which comprises t
output of 1000 discriminators, clearly shows that for th
array,C possesses a maxima.

It is interesting to investigate whether the conjecture
Ref. @39# will hold true for an infinite array of this type. We
may estimate the power normC for an infinitely large dis-
criminator array by using an extension to the Rice rate eq
tion @44,45# that is due to Ref.@46# ~see also Ref.@35#!.
Rice’s equation predicts the ensemble-average of
threshold-crossing rate due to noise,n, of an infinite number
of identical discriminators, each subject to independent no
inputs ~but such that each noise source is drawn from
same band-limited Gaussian distribution!

^n&5
B

)
expS 2

D2

2s2D , ~3!

where^ & denotes the ensemble mean,D the threshold level,
s the root-mean-square~rms! noise level, andB the noise
bandwidth of each discriminator. Following Ref.@46#, an
instantaneous change in stimulus-amplitude is equivalent
change in the threshold of each discriminator@Fig. 1~b!#, and
so Eq. ~3! can be extended to predict the mean thresho
crossing rate of the discriminator system at each instan
some stimulusS(t), such that

^n~ t !&5
B

)
expS 2

„D2S~ t !…2

2s2 D , ~4!

and since this is an ensemble mean, the mean crossing
^n(t)& may be identified with the mean activity of the arra
RS(t).

III. OPTIMAL DETECTION OF SPEECH

The five English vowels /a/, /i/, /u/, /æ/ and /./ ~as in
‘‘cart,’’ ‘‘seat,’’ ‘‘rude,’’ ‘‘hat,’’ and ‘‘the’’ ! were synthe-
sized with a software implementation of a cascade form
synthesizer@47#, for use as an input signal to the discrimin
tor array. These synthetic vowels, which had a sample pe
of 25 ms and a fundamental frequency of 100 Hz, were th
digitally filtered by eighth-order bandpass filters~such filters
are identical to those used in an experimental cochlear
plant @27#!. Thus five steady-state filtered vowels, each c
responding to one channel output, were generated for e
vowel ~see Fig. 3!. These filtered vowels were identical t
those used in discriminator simulations@43# and, except for
the lower sampling frequency, identical to those previou
.
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used in sciatic nerve experiments and Frankenhauser-Hu
simulations @32,33#. root-mean-square stimulus amplitud
ranged from 10 dB below the stimulus threshold to 20
above it, in steps of 5 dB. Noise levels ranged from 30
below a base noise level to 10 dB above in steps of 5 dB.
maintain consistency with the discriminator simulations@43#,
the threshold level for our model was chosen to be 1 V and
the noise bandwidthB, was 20 kHz; thus the stimulus thresh
olds and base noise level (A5 Vrms) were also identical to
those used in our previous work.

For every permutation of filtered-vowel waveform
filtered-vowel amplitude, and noise level, Eq.~4! was used to
predict a time series of mean threshold-crossing rates fo
infinite discriminator array in response to 4000 consecut
samples~i.e., 100 ms! of the filtered-vowel stimulus. The
resulting normalized power-norm,C, for the array was then
calculated. Figure 4 shows howC for the filtered vowel /æ/
varies with stimulus amplitude and noise level, and it is cle
that for stimulus amplitudes between; 10 dB below the
stimulus threshold and;15 dB above it, our model predict
that C should be enhanced by the addition of noise.C ap-
pearsto plateau when the noise added to each discrimina
input exceeds a certain level~which is about 10 dB below the
base noise level for the results shown in Fig. 4!, and this
accords with the findings of Refs.@39# and @40# for a large,
parallel FHN array. For vowel stimuli below or near thres
old, an almost perfect correlation between the input and o
put spectra is obtained when the noise level of each discr
nator is above this critical level. With lower amplitude vow
stimuli, the minimum noise level required to obtain a giv
cross-correlation is lower.

To understand this noise-assisted enhancement ofC, con-
sider first the noise to be internal to each discriminator a
the input to be noise free. When there is no stimulus pres
the array exhibits a mean threshold-crossing rate^n& given by
Eq. ~3!, which is determined by both the threshold and by t
noise level of each discriminator~Fig. 5!. Thus when the
array is subject to some time-varying signal, its output m
be considered as the difference between the mean cros
rate at any instant,̂n(t)&, and the mean crossing rate in th
absence of a signal,̂n&. Consequently, using ideas from
communication theory @48#, we may consider the
information-bearing input to the array@Fig. 5~c!# as modu-
lating the threshold of each discriminator about an opera
point @Fig. 5~a!#. The relation between the instantaneo
stimulus-level and the mean threshold-crossing rate@Eq. ~4!#
therefore defines amodulation transfer function~MTF!. A
related transfer function for the FHN array was numerica
computed in Ref.@40# ~see, e.g., Sec. IV and Fig. 7 of tha

FIG. 3. One period of a synthetic vowel~left! and a filtered
vowel ~right!: filtering was between 200 Hz and 671 Hz, and co
responds to the first channel of a cochlear implant.
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FIG. 4. Predicted cross-
correlation between the input an
output of an infinite discriminator
array, in response to the filtere
vowel /æ/ ~after filtering by the
first channel of the simulated co
chlear implant; see Fig. 3!. The
absolute filtered-vowel threshold
was 0.39 Vrms and the base noise
level wasA5 Vrms. Note the con-
tour plot above the main figure
which clearly shows that there is
finite noise for optimal correla-
tion.
e
th
is
g.
pu

i
g
n

ar
ra
rd

an

ow
is

ve
in
a

ve

-

th

-

al
he
ve,
an

is

um

le
r
-

ys-
hold

th-
de

uli

een
paper!. The peak-to-peak amplitude of the input signal d
fines a interval about the operating point and so fixes
region of interest of the MTF. The form of the MTF over th
interval @shown, for example, by the highlighted part of Fi
5~a!# reflects the similarity between the input and the out
of the array, and so determines the power normC. For ex-
ample, if it were linear over this region, then some change
the stimulus amplitude would induce a proportional chan
in ^n(t)&, and hence the correlation between the input a
the output would be perfect~i.e., C51).

It is instructive to examine how increasing the noise v
ies the shape of the MTF over the interval about the ope
ing point. At low noise levels, the operating point lies towa
the tail of the MTF~curveL , Fig. 5! in a region where the
transfer function is concave. However, when the noise
increased, the operating point moves away from the tail
toward a convex region of the MTF~curveH, Fig. 5!. Nor-
malized@57# plots~Fig. 6! of the transfer function for various
noise strengths show this situation more clearly: for l
noise levels the MTF is concave, while for high noise it
convex. Furthermore, in the limits→`, the MTF asymp-
totically approaches a fixed convex function. In Ref.@40# the
transfer function was replaced with a linear ansatz; howe
for our array the MTF can never be truly linear except
some infinitesimal region about the operating point. Optim
C is instead achieved when the curvature of the MTF o
the interval is minimized, which occurs when the length,l, is
minimal, where

l 5E
b

a

dDF11S d

dD
^n& D 2G1/2

, ~5!

and@a,b# delimit the interval. Application of the Euler equa
tion shows that minimall, and hence optimalC, occur when
s5D.

For optimal noise~i.e., s5D), the curvature of the MTF
vanishes at the operating point. Therefore, the degree
which the linear ansatz fails at this time depends upon
-
e

t

n
e
d

-
t-

is
d

r,

l
r

to
e

size of the interval, and hence upon the signal amplitudeA
51/2@S(t)max2S(t)min#. For very smallA the ansatz is valid
and C→1; however, asA increases the approximation be
comes worse andC falls below unity. This implies that the
transduction quality of the network diminishes with sign
amplitude. This effect is best illustrated by calculating t
cross-correlation between one period of an input sine wa
A sin(vt), and the corresponding time series of me
threshold-crossing rates. The amplitudeA of the input deter-
mines the size of the interval~Fig. 5!, and the effect of dis-
criminator noise level on the power norm,C, is shown in
Fig. 7 for three values ofA. It is clear that the network
transducers larger amplitude signals less well.

A second, more important, point to note is that for th
network the noise dependence of the power norm,C, does
not in fact plateau, but instead has a well-defined maxim
at s5D @see Fig. 7~b! and the contour plot in Fig. 4#. This is
in contrast to the findings of Refs.@39# and@40# for the FHN
model, and implies that for optimal transduction of a variab
amplitude signal, atuning of the noise is still necessary fo
this array~cf. Ref. @39#!. However, for small amplitude sig
nals, the decrease ofC with increasing noise is small@typi-
cally less than;3%; see, e.g., Fig. 7~b!# and so might be
ignored for practical purposes.

IV. SUPRATHRESHOLD SIGNALS

Our prediction ofC for subthreshold vowel stimulation
agrees well with numerical results from a discriminator s
tem; we also obtained good agreement for suprathres
signals with amplitudes less than;10 dB above threshold
@43#. However, the accuracy of our predictions for supra
reshold stimuli noticeably diminishes for higher amplitu
~i.e., .10 dB! signals @43#; for example recall the large
stimuli regions of Figs. 2 and 4.

This degradation with stronger suprathreshold stim
should be expected since Rice’s rate equation~4! depends
only upon the absolute magnitude of the distance betw
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FIG. 5. A discriminator array subject to a noise of rms levels, and bandwidthB, has a modulation transfer function~MTF! given by Eq.
~3!. The noise-free input signal to the system may be interpreted as modulating the threshold level of each discriminator about so
level: the operating point. The operating point is equal to the mean threshold crossing rate and so is determined bys and by the threshold,
D, of each discriminator. The input to the array@figure ~c!# is a 100 Hz sine wave of amplitudeA50.5 V. ~a! shows MTF’s for noise levels:
s50.2 Vrms ~L !, s51.0 Vrms ~M ! ands55.0 Vrms ~H!. The highlighted part of thes51.0 MTF shows the interval about the operating poi
and optimalC is achieved when the length of this interval is minimal.~b! shows the output of the array. Each discriminator has thresh
D51 V and noise bandwidthB520 kHz.
b
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the
signal and threshold. Therefore, if the signal is allowed to
suprathreshold, two values of instantaneous stimulus am
tude ~one above threshold and the other equally far belo!
give the same mean threshold-crossing rate. Rice’s equa
~4! is therefore symmetric with respect to the thresho
e
li-

on
.

However real discriminators~and real neurons! areasymmet-
ric with respect to threshold: although the rising phase o
suprathreshold stimulation will always trigger at least o
pulse as the signal~plus noise! exceeds threshold, the thres
old may not be crossed in the positive direction during
ld

e

r

FIG. 6. Normalized~i.e., such that the rates
lie between 0 and 1 over the range of thresho
levels shown! plots of the transfer function for
various noise strengths. For low noise levels~dot-
ted line! the MTF is concave, while at high nois
levels~bold line! it is convex. Intermediate noise
levels ~dashed line! best approximate a linea
function, and in this regime the correlationC is
optimal.
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FIG. 7. Predicted cross-
correlation between the input an
output of an infinite discriminator
array, in response to three differ
ent amplitude sine waves
A sin(vt). The mean threshold is
D51.0 Vrms. Figure~b! is a mag-
nification of figure ~a! over the
range CP@0.95,1.0#, and clearly
shows that there is an optima
noise at s5D, and furthermore
that C is a function of stimulus
amplitude.
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falling phase of the signal. Thus Rice’s equation will ove
estimate the threshold crossing rate. Furthermore, this as
metry of real discriminators means that the pulse rate fo
suprathreshold stimulus will also be dependent upon
stimulus gradient. Signals that change slowly in the vicin
of threshold will be more likely to undergo crossings a
recrossings of the threshold, and subsequently will prod
more spikes than will signals that vary more sharply
threshold.

A further consequence of the symmetry of Eq.~4! is that
the response to a suprathreshold stimulus is a nonmono
function of instantaneous amplitude: e.g., the response to
peak of a suprathreshold signal will be a minimum in t
mean threshold-crossing rate, even though the instantan
stimulus amplitude is maximal~Fig. 8!. This is therefore
another source of poor correlation between the time serie
mean threshold-crossing rates and the suprathreshold s
lus. In contrast, if the input is constrained to be subthresh
there is a one-to-one relationship between the instantan
stimulus amplitude and the mean threshold-crossing r
Thus, for subthreshold signals, if the threshold and ba
width of each discriminator are known, then reconstruct
of the input signal is completely determined by the tim
series of mean crossing rates. However, in practice, the m
threshold-crossing rates must be estimated, and so signa
formation may be lost.

V. FINITE SIZE EFFECTS

Our model predicts the effects of stimulus amplitude a
of noise strength on the output of a infinitely large arra
However, real cochlear implants are finite in size, and so
important to consider how reducing the array affects our p
dictions. For small-amplitude, subthreshold signals, we h
shown that large discriminator array exhibits almost perf
correlation when operating in a high noise regime. Howev
the observed correlation for a small~e.g.,, 1000 elements!
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array is markedly lower~Fig. 2 and Ref.@43#!. Such a failure
of our model is a straightforward consequence of the fail
of the central limit theorem for such a small array size, a
shows that for optimal performance we need to combine
outputs of many parallel discriminators.

VI. DISCUSSION

The effect of noise level and interval size on stimul
amplitude on the curvature of the MTF close to the operat
point accounts for the cross-correlation profile calculated
filtered vowels in background noise~see, e.g., Fig. 4!. The
MTF was convex when the rms noise level of each discrim
nator was much lower than the optimal noisesc . The non-
linear modulation therefore emphasized the maxima o
stimulus compared with the minima. When a high amplitu
~but subthreshold! filtered vowel is presented, only the larg
est peaks cause a noticeable change in the mean thres
crossing rate of the array. Thus the normalized amplitu
spectrum of the time series of mean threshold-crossing r
is dominated by the vowel fundamental and by its harm
ics, and the cross-correlation between the output and inpu
the discriminator array is poor. Increased noise reduces
curvature of the MTF close to the operating point, whi
therefore increases the cross-correlationC. With a larger
stimulus amplitude, more noise is required to minimize t
MTF curvature.

We have previously shown@43# that the response to fil
tered vowels of the discriminator array and the sciatic ne
are similar. It is therefore likely that the modulation mech
nism by which noise leads to improved time coding in
discriminator system may also account for the improved c
ing in the nerve data. The addition of noise to some supra
reshold nerve stimuli, however, caused the harmonic clo
to a formant to be transmitted preferentially compared w
proximal harmonics, and this result is not fully explained
the modulation process. If the operating point of each d
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FIG. 8. The mean threshold crossing rate o
discriminator array subject to a suprathresho
signal. The upper figure shows the noise-free
put to the array~a 100-Hz sine wave of amplitude
1.5 V!, the lower one shows the discriminato
array’s response. The response to the peak of
signal is a minimum in the mean rate, eve
though the instantaneous stimulus amplitude
maximal. The mean noise level of each discrim
nator iss51 Vrms and the threshold isD51 V.
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criminator is near the point of zero curvature of the MT
~Fig. 5, curveM ! then, because of the sigmoidal shape of
MTF, the time series of mean threshold-crossing rates for
discriminator system will be a compressed form of t
information-bearing input. This compression probably a
counts for the limited degree of preferential transmission
served in the computational discriminator simulations@43#,
and may account for some of the preferential transmiss
observed in the sciatic nerve experiments. As noted pr
ously @43#, the additional preferential transmission may
the result of the compressive nonlinearity associated with
inherent neural threshold.

Previous studies of cochlear implant coding using ad
tive noise concerned only the benefits of adding noise
vowel stimuli @32,33#. However, the modulation process d
scribed is not stimulus specific: additive noise should be
pected to enhance the implant coding of all components
speech and even of any other sound. Our results suggest
for optimal signal transduction, the internal rms noise le
of each stimulated nerve fiber should be approximately eq
to the nerve threshold. The electrode current required to
tain a given internal noise level will depend on the positi
of the electrodes and the distribution of surviving nerve
bers~e.g., Ref.@49#!. However, it should be possible to ga
some estimate of the required electrode currents for opti
operation, by means of psychophysical measurements o
nerve firing thresholds to sinusoidal stimulation.

People with a profound deafness have typically;15 000
surviving nerve fibers@5–7#, and many cochlear implantee
may therefore have a sufficient number of fibers per coch
implant channel to represent speech cues by time co
reliably. To benefit from the addition of noise to cochle
implant signals, the noise waveforms used to stimulate e
fiber should ideally be independent of each other. Rec
computer simulations have shown that stimulation of e
fiber by an independent noise current is largely obtainabl
the spread of current through the conductive fluids of
cochlea is exploited~@50#!. Our next step is to determin
whether cochlear implantees can use the extra informa
transmitted by analog cochlear implants using additive no
e
e
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Equation~4! predicts the mean threshold-crossing rate
a theoretical discriminator system without refractorine
However, a real neuron produces a finite-width output pu
~an action potential! in response to a detected thresho
crossing, and furthermore this pulse is generally followed
both an absolute and a relative refractory period. Thresh
crossings that occur during either the output pulse or
absolute refractory period are not detected, and thresh
events during the relative refractory period are less likely
produce a pulse. The firing rate of a real array of neuro
may therefore be lower than that of the corresponding d
criminator array. Therefore, to model a real system, its fir
rate must be calculated from knowledge of the thresho
crossing rate, the pulse width, and the refractory parame
The inverse problem has been studied, that is, estimatio
the instantaneous threshold-crossing rate given the pulse
~spike rate! and refractory parameters@51–53#. The study by
Johnson and Swami@52# was based on extensions to renew
theory @54# that enable nonstationary point processes to
studied. It may therefore be possible to extend this mode
that the pulse rate can be calculated from the thresh
crossing rate.

VII. CONCLUSIONS

Our preliminary study@55# of discriminator systems and
more detailed examination of neural systems~with implicit
rather than explicit thresholds! in Ref. @40# have also focused
on the linearizing effect of noise on the effective trans
function. Both studies demonstrated that the similarity b
tween the summed outputs and the input of some para
nonlinear systems can be increased by the addition of no
However, in contrast to the analysis of Ref.@40#, the MTF
for our system was not assumed to be linear in the reg
about the operating point. Our study shows that, even for
infinite number of parallel discriminators, there is an optim
noise level for maximal correlation between a finite inp
signal and the summed output. The maximum correlat
occurs when the curvature of the MTF in the region of t
operating point is minimal. For a set of parallel discrimin
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tors, the least MTF curvature, and therefore maximum c
relation, occurs when the rms noise level is equal to
threshold of each discriminator. With this in mind, it wou
be interesting to re-examine the FHN network~and other
more tractable alternatives! to examine whether our result
carry over to that domain, or whether the discriminator ar
represents a special case.
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